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Abstract—A mobile ad-hoc network (MANET) consists of 
mobile nodes which cooperate in forwarding information in 
mobile ad-hoc network.  In this paper we focus mainly on the 
end to end per packet energy consumption. We first find the 
destination address in the network, find all the possible paths to 
reach the destination, select the shortest path to send the 
information, calculate the energy required to send the 
information from source to destination and calculate time to 
send. We take coherence time as maximum time for which end 
to end quality of service remains constant and spreading period 
as minimum time to spread information to all the nodes and 
finally we show a graph. 
 

 Keywords— Wireless, mobile, network, MANET, energy. 

   I. INTRODUCTION 

A mobile ad-hoc network is a group of mobile nodes which 
can move from one place to other, mobile node can be any 
electronic device a person can carry from place to place like 
cell phones, PDA, laptop or pager etc [2][9]. 

 

 

Fig 1.1: Mobile Ad Hoc Network 

 

 

In mobile ad hoc network routing is challenging 
problem from past few years. Routing is the act of moving 
information across an inter-network from a source to a 
destination. Along the way, at least one intermediate node 
typically is encountered. It’s also referred to as the process 
of choosing a path over which to send the packets.  In 
MANET each mobile node can send information to other 
node at any point of time by using intermediate nodes. In 
ad-hoc networks all nodes are mobile and can be connected 
dynamically in an arbitrary manner. 

A Mobile Ad-hoc Network (MANET) is a 
collection of wireless mobile nodes forming a temporary 
network without using any existing infrastructure or any 
administrative support [1]. The wireless Ad-hoc networks 
are self-creating, self-organizing and self- administrating 
[8].  The nodes can function as routers, which discovers and 
maintains routes to other nodes [7].  

The Ad-hoc network may be used in emergency 
search-and-rescue operations, battlefield operations and data 
acquisition in inhospitable terrain. In Ad-hoc networks, 
dynamic routing protocol must be needed to keep the record 
of high degree of node mobility, which often changes the 
network topology dynamically and unpredictably Ad-hoc 
network presented on fig1.2. 

             Fig1.2: Example of an Ad Hoc Network 
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II. ROUTING PROTOCOLS 

  In order to facilitate communication within a 
network, a routing protocol is used to discover routes 
between nodes. The primary goal is routing protocol is 
correct and efficient route establishment between a pair of 
nodes so that message may be delivered in a timely manner. 
The existing routing protocols in MANETs can be classified 
into two categories: (1) Table-driven routing protocols, and 
(2) on-demand routing protocols [1]. Fig 2.1 shows the 
classification along with some examples of existing 
MANET protocols. In this paper we take DSDV routing 
protocol to establish route between the mobile nodes. 

 

Fig 2.1: Classification of MANET’s routing protocol 

A. OVERVIEW OF DSDV ROUTING PROTOCOL 

 Destination-Sequenced Distance Vector DSDV is 
one of the most well-known table-driven routing algorithms 
for MANETs The Destination-Sequenced Distance-Vector 
(DSDV) Routing Algorithm is based on the classical 
Bellman-Ford routing algorithm with certain improvement 
[3]. Every mobile station maintains a routing table with all 
available destinations along with information like next hop, 
the number of hops to reach to the destination, sequence 
number of the destination originated by the destination node, 
etc. DSDV uses both periodic and triggered routing updates 
to maintain table consistency.  

Triggered routing updates are used when network 
topology changes are detected, so that routing information is 
propagated as quickly as possible. Routing table updates can 
be of two types - "full dump" and “incremental”. “Full 
dump” packets carry all available routing information and 
may require multiple network protocol data units (NPDU); 
“incremental” packets carry only information changed since 
the last full dump and should fit in one NPDU in order to 
decrease the amount of traffic generated [4].  

Periodically transmit Mobile nodes cause broken 
links when they move from place to place. When a link to 
the next hop is broken, any route through that next hop is 
immediately assigned infinity metric and an updated 
sequence number. This is the only situation when any 

mobile node other than the destination node assigns the 
sequence number. Sequence numbers assigned by the 
origination nodes are even numbers, and sequence numbers 
assigned to indicate infinity metrics are odd numbers. When 
a node receives infinity metric, and it has an equal or later 
sequence number with a finite metric, it triggers a route 
update broadcast, and the route with infinity metric will be 
quickly replaced by the new route. When a mobile node 
receives a new route update packet; it compares it to the 
information already available in the table and the table is 
updated based on the following criteria: 

If the received sequence number is greater, then the 
information in the table is replaced with the information in 
the update packet. Otherwise, the table is updated if the 
sequence numbers are the same and the metric in the update 
packet is better. 

The metrics for newly received routes are each 
incremented by one hop since incoming packets will require 
one more hop to reach the destination. In an environment 
where many independent nodes transmit routing tables 
asynchronously, some fluctuations could develop. DSDV 
also uses settling time to prevent fluctuations of routing 
table updates. The settling time is used to decide how long 
to wait before advertising new routes.  

The DSDV protocol guarantees loop-free paths to 
each destination and detects routes very close to optimal. It 
requires nodes to routing update packets. These update 
packets are broadcast throughout the network. When the 
number of nodes in the network grows, the size of the 
routing tables and the bandwidth required to update them 
also grows, which could cause excessive communication 
overhead. This overhead is nearly constant with respect to 
mobility rate. 

III. ASSUMPTION 

 We shall constrain ourselves in this paper to the single base 
station where each mobile node can send information to the 
base station. Assume that there are 10 mobile nodes, and 
each node generates message at an average rate of 100 
kilobytes per hour, each packet is 1 kilobyte, and must be 
transferred to the base station with in 5s.assume that every 
node has a energy of AAA battery. And assume that each 
node moves with same speed. 

Each user wants to send information to the base 
station possibly by using the other nodes in the mobile 
network as relays. Examples of application scenarios for this 
setting are  

1) Soldiers on a battlefield who need to send 
critical information packets to the military headquarters.  
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2) Scientists in the forest who make measurements 
to be relayed quickly to the laboratory collection site for 
analysis. 

3) Emergency rescue teams in a disaster area who 
send critical information to the disaster management 
headquarters. 

Our main idea is illustrated in fig. 3.1, assume that 
our aim is to transfer information from location (x,y) to a 
fixed base station BS. Assume that in snap shot t=0, the 
intermediate nodes are A and B, and in snapshot t=1, node C 
moves in A’s place and if no node is replaced. In such a 
case, reactive routing protocols would say that the original 
path has been broken. Proactive routing protocols would 
welcome this, here, our main idea is that the relay nodes in 
between are interchangeable. When sending information 
from (x,y) to BS, the source node would not care who relays 
the information, but rather care that the message delivered 
on time or not. The figure shows the instantaneous path 
construction from (x,y) to BS at snapshot t=0. At snapshot 
t=1, the flock of nodes replace by another flock of nodes 
that moves away , but it has been replaced by another flock 
of nodes roughly in its place, such that density of the nodes 
in between has remained the same.  

 

Fig 3.1: Instantaneous path 

Our main idea is to focus on the energy metric and 
show a graph.  We define the “coherence time” of this graph 
as the maximum duration for which the map remains 
roughly constant. If the nodes can jointly construct this 
energy map and spread it among themselves within this 
coherence time, then the energy map can be used to give 
each node, per-packet end to end energy consumption 
guarantees that are valid. We define the “spreading period” 
as the minimum duration required to jointly construct and 
spread the energy field to all of the nodes.  

 

Hence, if the coherence time of the graph islarger 
than the spreading period, then we have a mobile network 
for which the energy metrics can be tracked. 

In practice, the mobile nodes cannot “sample” the 
end to end energy potential because an end-to-end 
measurement from each mobile node i to BS would be 
needed.   Such measurements, even if initiated, can only be 
collected by BS. However, the nodes themselves would 
need these measurements to construct the energy potential. 
Our main idea is to have each node measure the energy 
field, which is a locally determinable quantity, and exchange 
these measurements such that each node can estimate the 
energy field accurately, from which it can construct the parts 
of the energy potential that it needs. 

As a preliminary step, assume that the local 
measurements of the energy field were exchanged 
instantaneously with all of the nodes in the network.  The 
main idea is that if a node had access to the database of all 
of the local measurements of the energy field made by all of 
the nodes, the node looks up the estimate of the energy field 
from the database. Based on this estimate, it constructs the 
first hop of a “path”. After this first hop to reach the 
destination, we arrive at a point next node. We repeat the 
procedure by following the energy field, until the path ends 
at the base station.  

IV. SIMULATION RESULTS 

A. SERVER 

The receiver of request which is send by client is 
known as server. It is a process that serves the client 
requests. Set the destination IP address and select the file 
and send to client. Characteristics of server are waits for 
request from clients does not interact directly with end users 
usually accepts connections from a large number of clients. 

B. REDUCING END TO END PER PACKET ENERGY 
CONSUMPTION 

To select the shortest possible route for each router 
calculate the energy used to deliver the packet to destination 
and time spend and generate the graph for Coherence time 
vs spreading period [6].   

C. CLIENT 

The request sender is known as client. It is a 
process (program) that sends a message to a server process 
set receiving path, Characteristics of client initiates requests 
waits for and receives replies interacts directly with end 
users using graphical user usually connects to a small 
number of servers at one time. 
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In simulation results we are taking source and 
destination as client and server, initially we have to select 
the receiving path that is nothing but a destination, then 
server send the file to client. We are ad hoc network with 15 
mobile nodes, any node can send information to any node, 
after selecting the source and destination shortest will be 
selected to send the information. 

 

 

 

Here green nodes is the path used to send the 
information and blue node show that transmission is failed 
because of  nodes changing the place. Then the packet size 
and energy required to send the information and time will be 
displayed. 

 

 

Finally we show a graph. 

 

 

V. CONCLUSION 

In ad hoc network to establish route we use DSDV 
routing protocols, then we find the shortest path in the 
network by using energy field calculated by each node,  so 
that energy and time utilized to send the information will be 
less. Finally we show a graph.  
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